Overview of theoretical studies of Rashba effect in polar perovskite surfaces
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\textbf{ABSTRACT}  
Theoretical studies with the help of first-principles electronic structure calculations and tight-binding based Hamiltonian models aimed to understand the Rashba effect in the 2D electron gas at the surfaces and interfaces of polar perovskite oxides are discussed. First-principles calculations on a slab of KTaO₃ show that the spin-splitting is orbital dependent and is greatly suppressed by the lattice relaxation close to the surface. However, the electron gas is amenable to tuning by external potentials perpendicular to the surface and can be used to control Rashba splitting. Construction of a minimal model Hamiltonian to study orblitals under uniform electric field is explained. The potential introduces new matrix elements between orbitals by breaking the symmetry and distorting the lattice. When coupled with spin–orbit interaction, this results in lifting the spin degeneracy.
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\section{Introduction}

The momentum-dependent spin splitting in a two dimensional electron gas (2DEG) subjected to a perpendicular electric field, known as the Rashba effect \cite{1}, has been observed in numerous condensed matter systems including metal surfaces \cite{2,3}, topological insulators \cite{4,5} and interfaces and surfaces of perovskite oxides \cite{6–9}. Potential applications in spintronics devices \cite{10} has led to many theoretical studies aimed to understand the origin and ways to control the Rashba effect.  

The electrons moving near the surface see the potential gradient as a magnetic field, which couples with the spin. For nearly free electrons with parabolic band dispersion, this effect can be described by the famous Bychkov–Rashba Hamiltonian \cite{11}, which has the form $H_R = \alpha_R (k_y \sigma_x - k_x \sigma_y)$. Here, $(k_x, k_y)$ are components of the electron crystal momentum, $(\sigma_x, \sigma_y)$ are the Pauli matrices and $\alpha_R$ is the Rashba parameter. The electrons are confined in the $xy$ plane and the electric field is along $z$ direction. It leads to a linear spin splitting in the band structure, of the form, $\varepsilon_k = \hbar^2 k^2 / 2m^* \pm \alpha_R k$ as shown in Fig. 1. For electrons in the solid, $\alpha_R$ depends on the type of orbitals involved, the screened electric field and the strength of spin–orbit coupling.

From device applications point of view, the interfaces and surfaces of polar perovskite oxides of the type ABO₃ offer an excellent system to study the Rashba effect. The alternating charges on AO and BO₂ lead to a diverging potential or “polar catastrophe” \cite{12}, which can be compensated by 1/2 electron per unit cell at the surface. A 2DEG is thus formed, either via electronic reconstruction \cite{13}, oxygen vacancies \cite{14} or interdiffusion of atoms \cite{15} or a combination of them \cite{16}. The 2DEG has high mobility parallel to the surface but is strongly localized perpendicular to it. In addition, many of these materials have high $Z$ elements with strong spin–orbit coupling, which is another necessary ingredient for Rashba splitting. Experiments have found evidence of Rashba effect at the LaAlO₃/SrTiO₃ interface \cite{17}, with an asymmetric dependence on the sign of the electric field applied along the interface normal. A subband structure and sizable spin–orbit interaction were observed at the surfaces of KTaO₃ in photoelectron spectroscopy measurements \cite{9}.

Theoretical methods such as first-principles calculations based on density functional theory (DFT) and tight-binding (TB) models have been successful in understanding the Rashba effect in polar perovskite systems \cite{17–21}. In TB models, the effect of broken inversion symmetry is taken into account through field dependent orbital overlap parameters. For example, in the case of p orbitals on a plane, without any external perturbations the inter–site couplings between $p_x$, $p_y$ orbitals and $p_z$ orbitals are zero by symmetry. The broken symmetry results in nonzero overlap between these states, which in the presence of spin–orbit interaction lead to splitting of...
up and down spin bands away from $\Gamma$ point [22]. Model studies on sp-band systems, such as graphene, have shown that in addition to these intersite coupling terms [23] there are also onsite terms because the orbitals are no longer orthogonal [24]. For d orbital systems, first principles calculations [20] and TB models [17,18] show good agreement with experimental observations. In these systems, the lattice distortions caused by the polar field also contribute towards Rashba splitting [19]. On the other hand, the lattice relaxation near the surface can significantly weaken the effect [20]. Rashba effect is also suggested to result in an instability towards phase separation of the electron gas at the interface [25].

An overview of the theoretical studies on the Rashba spin–orbit coupling effects on the 2DEG band dispersions is presented in this article. Taking the KTaO$_3$ as a typical example of a polar surface, results of DFT calculations are summarized in the next section. Steps to construct a TB model Hamiltonian are discussed in the section following it.

2. DFT calculations

The electronic structure calculations are performed using ab initio density functional theory as implemented in the Vienna ab initio simulation package [26,27]. Computational methods and details of the calculations are discussed elsewhere [20]. The results discussed in this section are for calculations on an (001) slab of KTaO$_3$, but should be applicable to a wider range of perovskite systems.

2.1. Electronic structure

In the bulk form, KTaO$_3$ is insulating with O-$p$ states in the valence band and Ta-$d$ in the conduction band. A large crystal field splits the d manifold into $e_g$ and $t_{2g}$ levels as shown in Fig. 2. The structure consists of alternating KO$^+$ and TaO$_2^-$ layers, so in the calculations, it is possible to form either an electron gas (2DEG) or a hole gas (2DHG) at the surface by terminating the slab by either TaO$_2$ or KO layers respectively.

From the layer resolved electron density we see that the 2DEG (or 2DHG) is confined to a few unit cells close to the surface. These states feel the intrinsic potential and when spin–orbit coupling is included in the calculation, the spin degeneracy is lifted by the Rashba effect (right panel of Fig. 2). The amount of splitting depends on the orbital character of the bands in addition to the strength of the spin–orbit coupling. As shown in Fig. 2, the bands that exhibit strong Rashba splitting have predominant Ta $d_{xz} + d_{yz}$ character.

2.2. Structure of TaO$_2$ surface

 Experimental measurements on KTaO$_3$ observed subband structures similar to what is shown in Fig. 2, but could not resolve any spin-splitting despite the presence of heavy Ta ions with strong spin–orbit coupling [9]. Relaxation induced structural distortions shown in Fig. 3 are probably responsible for diminishing the Rashba splitting in KTaO$_3$ [20]. The structural relaxation results in oxygen atoms at the surface to shift out of the Ta plane by as much as 0.24 Å, producing a local dipole moment pointing in the opposite direction to the polar field. The distortions decay rapidly and the ionic positions approach their bulk values within about six KTO layers. However, they weaken the polar field and as a consequence, the 2DEG which was confined to within 3 TaO$_2$ layers in the unrelaxed structure spreads to about 8 layers as shown in the top panel of Fig. 3.
Fig. 4. Since, most of the contribution to the Rashba splitting comes from the top layers (70% from first layer, 20% from second layer, 5% from third layer and so on), structural relaxation significantly reduces the Rashba splitting. The distortions also raise the energy of the states with $d_{xy}$ character near the surface, effectively moving those electrons deeper into the bulk. Since these states contribute most to the splitting, as can be seen in Fig. 2, this further diminishes the splitting.

Effect of an external potential on the distribution of 2DEG near the surface of an optimized KTaO$_3$ slab is shown in Fig. 4. Any applied field will be partially screened by the lattice, but as Fig. 4 shows, a field of 0.12 eV/Å can move both type of carriers closer to the surface by about 5 Å. As a consequence, the average Rashba parameter $\alpha_{R}$ is doubled from 0.015 eV/Å to 0.032 eV/Å. Even though typical experimental fields are smaller (few hundred volts across a micrometer of sample thickness), can still detect the changes [6].

3. Model Hamiltonian

A parameterized model Hamiltonian that fit the DFT band structure is useful in understanding the microscopic origin of different features and by varying the parameters we can see what roles they play. We use the tight-binding framework with atomic orbitals as basis functions. For the lattice, only the surface layer is considered with the broken symmetry incorporated via onsite energies of the orbitals and an external potential gradient perpendicular to the plane.

3.1. Energy levels at the surface

An understanding of the symmetry and energy levels of the system is necessary to proceed further. Under the cubic (O$_h$) field, the five $d$ orbitals split into twofold $\Gamma_{12}^+$ levels ($e_g^\prime$ : $d_{zz}$, $d_{xy}$, $d_{xz}$, $d_{zy}$) and threefold $\Gamma_{25}^+$ levels ($t_{2g}^\prime$ : $d_{xy}$, $d_{xz}$, $d_{zy}$) separated by $\Delta$. Spin–orbit coupling further breaks the $t_{2g}^\prime$ states into a twofold $\Gamma_{7}^+$ and a fourfold $\Gamma_{8}^+$ separated by $3\sqrt{2}/2$ [28]. The $e_g^\prime$ states remain degenerate and have symmetry $\Gamma_{8}^+$, as shown in Fig. 5.

When a surface is formed, the symmetry is reduced to C$_4v$, and the $e_g$ states and the degenerate $\Gamma_{8}^+$ states in $t_{2g}^\prime$ split into $\Gamma_{6}$ and

$$\Gamma_{7}^+$$ by $\delta$ and $\epsilon$ respectively leading to five distinct levels [20]. At $\Gamma$ point, the interaction between $\Gamma_{7}$ and $\Gamma_{6}$ levels is forbidden by symmetry, although they are allowed to interact with other levels within their group. All levels are spin-degenerate at when $k = 0$, but show $k$ dependent splitting away from it.

3.2. Tight-binding model

The Hamiltonian can be separated into three components; arising from electron hopping, spin–orbit coupling and electrostatic potential:

$$H = H_K + H_{SO} + H_E.$$  \hspace{1cm} (1)

The TaO$_3$ surface layer consists of Ta ions interconnected through oxygens in the plane and linked to K ions through O below the surface. Since 2DEG resides in the Ta- $d$ orbitals and the spin–orbit coupling in oxygen is small, we can ignore the O-$p$ states for simplicity. Thus, the basis states consist of five $d$ orbitals times two spin states: $\phi_d = \{d_{x^2-y^2}, d_{z^2}, d_{xy}, d_{xz}, d_{zy}\}$. In this basis, the band structure term $H_K$ with only nearest neighbor interactions can be written in the matrix form as,

$$H_K = \begin{pmatrix} h_1 & h_{12} & 0 & 0 & 0 \\ h_{12} & h_2 & 0 & 0 & 0 \\ 0 & 0 & h_3 & 0 & 0 \\ 0 & 0 & 0 & h_4 & 0 \\ 0 & 0 & 0 & 0 & h_5 \end{pmatrix} \otimes \sigma_0$$  \hspace{1cm} (2)

where $\otimes$ stands for the direct product and $\sigma_0$ is a 2 $\times$ 2 identity matrix. The nonzero matrix elements are,

$$h_1 = \epsilon_1 + V_p (\cos k_x + \cos k_y)$$
$$h_2 = \epsilon_2 + 3V_p (\cos k_x + \cos k_y)$$
$$h_{12} = -3V_p (\cos k_x - \cos k_y)$$
$$h_3 = \epsilon_3 + 2V_p (\cos k_x + \cos k_y)$$
$$h_4 = \epsilon_4 + 2V_p (\cos k_x)$$
$$h_5 = \epsilon_5 + 2V_p (\cos k_y)$$

where $V_p$ and $V_\alpha$ are Slater–Koster overlap parameters ($dd\sigma$) and ($dd\pi$) respectively (the weakest $dd\pi$ overlap is ignored). The $\epsilon_i$ are onsite energies taken as ($\Delta + \delta, \Delta, \epsilon, 0, 0$) from Fig. 5.
The spin–orbit part $H_{SO}$ in Eq. (1) only has onsite elements originating from $\lambda L \cdot S$ and no $k$ dependence.

$$H_{SO} = \frac{i \lambda}{2} \begin{pmatrix} 0 & 0 & 0 & -\sqrt{3} \sigma_y & \sqrt{3} \sigma_x \\ 0 & 0 & -2\sigma_z & \sigma_y & \sigma_x \\ 0 & 2\sigma_z & 0 & -\sigma_x & \sigma_y \\ \sqrt{3} \sigma_y & -\sigma_y & \sigma_x & 0 & -\sigma_z \\ -\sqrt{3} \sigma_x & -\sigma_x & -\sigma_y & 0 & \sigma_x \end{pmatrix}$$ (3)

where $\lambda$ is the spin–orbit coupling strength and $\sigma_x, \sigma_y, \sigma_z$ are the $2 \times 2$ Pauli spin matrices.

The third term $H_E$ may originate from an external electric field or proximity to a surface that break the inversion symmetry of the system. In the simplest form, it can be written in terms of potential gradient $\eta$ as

$$H_E = \eta z.$$

The broken symmetry gives rise to effective interactions between d orbitals and can be separated into three distinct contributions as discussed in Refs. [20,21,19] and briefly explained below. Adding up all the contributions gives the full matrix given below.

$$H = \begin{pmatrix} 0 & 0 & 0 & h_{14} & h_{15} \\ 0 & 0 & 0 & h_{24} & h_{25} \\ 0 & 0 & 0 & h_{34} & h_{35} \\ h_{14}^* & h_{24}^* & h_{34}^* & 0 & 0 \\ h_{15}^* & h_{25}^* & h_{35}^* & 0 & 0 \end{pmatrix}$$ (5)

in which,

$h_{14} = 2i\gamma_1 \sin k_x$, $h_{15} = 2i\gamma_1 \sin k_y$,
$h_{24} = 2i\gamma_2 \sin k_x$, $h_{25} = -2i\gamma_2 \sin k_y$,
$h_{34} = 2i\gamma_3 \sin k_x$, $h_{35} = 2i\gamma_3 \sin k_z$.

where $\gamma_1, \gamma_2$ and $\gamma_3$ are field induced overlap parameters. The three contributions that lead to the matrix above are discussed briefly below.

3.2.1. Onsite contribution

In the absence of external potential, the atomic orbitals $\langle \phi_0 \rangle$ at each site (R) form an orthogonal set $\{\phi_\alpha, \phi_\beta\}$. However, these atomic wave functions are no longer orthogonal in the presence of external electric field and the matrix elements $\langle \phi_\alpha | H_E | \phi_\beta \rangle$ are nonzero for orbitals that satisfy the selections rules $\Delta l = \pm 1$ and $\Delta m = 0$ at the same site. [20,29] For d orbitals, the selection rules are satisfied for $p$ and $f$ orbitals, which means that to incorporate this effect our basis states must include these orbitals. [24,29]

Alternatively, one can treat $H_E$ as perturbation and incorporate the couplings with $p$ and $f$ orbitals as first order corrections to the basis functions [21]. For example, the corrected $d_{z^2}$ orbital is,

$$|d_{z^2}'\rangle = |d_{z^2}\rangle + \frac{\eta_f}{\sqrt{2}} |p_z\rangle + \frac{3\eta_f}{\sqrt{25}} |f_z\rangle$$ (6)

where $\eta_f$ and $\eta_0$ are parameters that depend on the orbital overlap, energy separation and electric field strength [21]. The atomic and perturbed $d_{z^2}$ orbitals for $\eta_0 = 0.58, \eta_f = 0$ are shown in Fig. 6. It confirms the intuitive picture that the electric field will make the orbitals asymmetric along the z axis, increasing the electron probability where potential energy is lower.

Finally, constructing the Hamiltonian in this basis introduces additional correction terms: $i \phi_0 (H_E | \phi_\alpha \rangle + \langle \phi_\alpha | H_E | \phi_0 \rangle$. When evaluated they lead to matrix elements given in Eq. (5).

3.2.2. Interatomic contribution

The electric field also leads to interts terms of the type, $\eta (\langle \phi_0 \rangle, R_j | \langle \phi_\alpha \rangle, R_i \rangle)$ between orbitals that had no overlap before. These matrix elements can be evaluated using numerical integration or symmetry arguments [21,17]. For $d$ orbitals on a square lattice, there are three unique parameters for interts coupling:

$$\xi_0 = \eta (d_{z^2} | d_{z^2}\rangle, \alpha \hat{k}) = \eta (d_{z^2} | d_{z^2}\rangle, a \hat{y}),$$

$$\xi_1 = \eta (d_{z^2} | d_{z^2}\rangle, a \hat{k}) = \eta (d_{z^2} | d_{z^2}\rangle, a \hat{y}),$$

$$\xi_2 = \eta (d_{z^2} | d_{z^2}\rangle, a \hat{x}) = \eta (d_{z^2} | d_{z^2}\rangle, a \hat{y}).$$

Here, the orbital on the left side of the inner product is assumed to be on the left atom and the orbital on the right sits on a neighbor shifted by the lattice constant $\alpha$ along the indicated direction. Matrix elements arising from this contribution also have the form given in Eq. (5), when $\gamma_1$ are replaced with $\xi_i$.

3.2.3. Lattice contribution

As discussed in the previous section, to screen the electric field, the lattice undergoes polar distortion in which the oxygen sublattice moves out of the metal plane inducing a dipole moment in the opposite direction. While this distortion significantly weakens the field, it also leads to new hopping matrix elements between metal $d$ and oxygen $p$ orbitals [19] as shown in Fig. 7. This contribution also requires $p$ orbitals to be included in the basis set for a full description. But, as with the onsite contribution, it can also be reduced to an effective $d$–$d$ coupling and has the form given in Eq. (5).

Combining Eqs. (2), (3) and (5) we can construct the full Hamiltonian given in Eq. (1). Diagonalizing it at different $k$–points, we obtain the band structure shown in Fig. 8.

The case of small $\lambda \gg \varepsilon$ shown in Fig. 8 agrees well with the DFT bands shown in Fig. 1 for TaO$_2$ surface. The figure also shows that the band splitting depends on the type of orbitals involved and the energy separation between them.

Figure taken from Ref. [19].
from which we get the Rashba parameter $\alpha_R = 2\sqrt{3}/\lambda/\Delta$ when energy separation $\Delta$ is large. Similar expressions can be derived for all bands that are well separated from others (Fig. 9).

4. Summary

DFT calculations on KTaO$_3$ help us understand the Rashba effect in 2DEG systems. The calculations suggest that ionic relaxation weakens the polar field making the 2DEG less localized. The spin splitting parameter is diminished as a consequence. Rashba effect in this system is strongly orbital dependent and can be tuned by external factors such as gate voltages and strain. The steps involved in constructing a simple tight-binding model involving $d$ orbitals on a square lattice with inputs from DFT calculations are discussed. The electronic field introduces new matrix elements in the Hamiltonian between $d$ orbitals which changes the overlap, mixing with $p$ and $f$ states at the same sites as well as the distortion of metal–oxygen bonds. Thus, first principles and tight-binding methods offer powerful tools to complement experimental spectroscopic measurements of Rashba effect at polar surfaces and interfaces. With their help we can identify contributing factors and understand how to effectively control them.
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